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Chapter 1

Introduction

The Bose Einstein Condensate (BEC) was first predicted in a paper submitted to the renowned

physicist Albert Einstein by the then inconspicuous Satyendra Nath Bose. Einstein was

favourably impressed by the work, and translated the text from English to German for publi-

cation in the Zeitschrift für Physik. The paper was published in 1924 [1]. Fourteen years later

in 1938 the phenomenon of Bose Einstein Condensation was first observed, in the transition

from viscous liquid Helium I to the non-viscous liquid Helium II as documented by Kapitza,

Allen and Misener [2]. BECs are a fascinating class of materials in their own right, with a

wealth of literature devoted to their study. Within this essay we shall focus on the connection

between BECs and the BCS superconducting state, so named after the theorists who initially

proposed the theory in 1957: John Bardeen, Leon Neil Cooper and Robert Schrieffer [3].

When BCS theory was first proposed the BEC and BCS states quickly came to represent

two distinct paradigms describing superfluidity and superconductivity within the regions

of low temperature physics that had been explored at that point. BCS superconductors

are fermionic systems which are reasonably modelled using an extremely weak attractive

interaction between fermions of opposite spin with strength characterised by the coupling

constant g (these fermions can be, but are not required to be, electrons). This interaction

leads to a pairing instability for electrons above the Fermi surface, as well as the resultant

formation of the Cooper state of fermions. Cooper pairs may be viewed as pairing in reciprocal

space rather than real space. In contrast a BEC is a macroscopic occupation of the lowest

energy state (ground state) in a system of bosons (commonly these are composite bosons).

II
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The dissociation temperature of these composites far exceeds the BEC critical temperature

Tc, so that near Tc they may be viewed as having no internal degrees of freedom. The

differences between the two states are ostensibly quite profound, and after the initial proposal

of BCS theory began to be emphasised more than their similarities. The crossover between

BEC and BCS was first addressed in a mean field treatment by Eagles [4] in a work on

superconductivity in doped semiconductors with low carrier densities (eg SrTiO3), where the

attractive interaction does not need to be small compared to the Fermi energy. In a seminal

work by Leggett the crossover was later studied in the context of a dilute fermion gas [5].

Here Leggett described the extreme BCS and BEC states in the mean field approximation

using the same form of ground state for each case, with a mind towards viewing liquid 3He

condensation as the condensation of giant diatomic molecules. These works preceded the

experimental realisation of the crossover by several decades, with experimental work in the

early 2000s [6–8] prompting renewed interest in the subject.

We induce a crossover between the BCS and BEC states by decreasing the correlation length

scale (roughly thought of as the size) of the cooper pairs relative to the average interparticle

spacing. At a certain point this process causes the realisation of a bound molecular state; we

then view the Cooper pairs as no longer being delocalised in real space and paired in reciprocal

space, but rather as being a spatially localised molecule. In the limit of the correlation

length of Cooper pairs becoming negligible relative to the average interparticle spacing, these

molecular pairs are tightly bound enough to be accurately described as bosons exhibiting no

internal degrees of freedom. The BEC state then corresponds to the condensation of this

(now weakly repulsive) bosonic gas.

It is evident then that there are two methods by which one may drive the BCS to BEC

crossover. One involves holding the interaction strength fixed and varying particle density,

while the other entails fixing particle density and varying the interaction strength. Simply put,

we hold one ‘knob’ fixed and tune the other. The two methods lend themselves to different

realisations of the same physical phenomena: the former is more readily adopted within solid

state physics (eg excitons) where the interactive potential is not easily adjusted and a two

body bound state is always present, while the latter has seen extensive application within the

field of ultracold atomic gases using an experimental technique known as a Feshbach resonance

(see section 2.2). Within this essay we shall focus mainly on the realisation of this crossover
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in ultracold atomic gases where the strength of the interactions may be easily tuned. Despite

this, it should be noted that the problem is in fact far broader in scope, and may be realised

in principle in essentially any fermionic system displaying a weak attractive interaction (such

as, for example, neutron stars). Should the reader require further description of relevant

literature, we direct them to [9] or a number of the other numerous reviews of ultra cold

atomic physics [10–12].



V

The essay is structured as follows:

In chapter 2 we present the crossover viewed through the lens of the vacuum two-body

scattering problem, introducing key results from scattering theory in the process. We follow

this by introducing the Feshbach resonance.

In chapter 3 we discuss mean field theory approaches to the crossover within two different

formulations to obtain physically intuitive results in the extreme BCS and BEC cases. The

first uses manipulation of the BCS algebra, while the second relies on the path integral

formulation.

In chapter 4 we briefly discuss the zero and finite temperature phase diagram in the population

imbalance case.

In chapter 5 we review some experimental realisations of the crossover in both cold atomic

gases and within Bose Einstein condensation of exciton polaritons.

Note to the reader: In the interest of brevity we neglect an explanation of the common-

place mathematical constructions adopted throughout this essay. For further reading we

recommend texts on the theory of many body quantum systems [13,14].

As a final note before beginning I would like to thank Ben Simons for first allowing this essay

to take place, for taking time to talk me through numerous questions about the concepts

involved, and for providing helpful encouragement throughout. In addition I would like to

express my sincere gratitude to Marianne Bauer for providing fruitful conversations, advice

and support when her own commitments were exceptionally demanding. Finally I would like

to thank Martin Zwierlein, Wolfgang Ketterle and Mark Ku for kindly taking time to discuss

their research with me in person.



Chapter 2

Scattering and the Feshbach

Resonance

2.1 Scattering Review

Ultracold atomic vapours provide a concrete example of a physical system where the inter-

active strength between fermions may be varied at will. This has facilitated use of the BCS

to BEC crossover with high levels of precision, finding applications within optical lattices as

well as contributing to the observation of a range of interesting topological phenomena (dis-

cussed in chapter 5). Here we introduce the crossover as a scattering problem, introducing

key results and phenomena associated with such.

In the two body scattering problem of finding the resultant wavefunction for a particle incident

on some radial potential V (r), we may always expand the wavefunction into an infinite sum

of partial waves with coefficients characterised by phase shifts δl (here l indexes the angular

momentum of the partial wave). In the limit of low energy scattering the zero angular

momentum (l = 0) s-wave scattering amplitude f(k) dominates this expansion, characterising

the scattered wavefunction [15].

f(k) =
1

k cot (δ0(k))− ik
(2.1)

This scattering amplitude depends upon the s-wave phase shift δ0, which may be conveniently

VI
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expressed in terms of the s-wave scattering length as:

lim
k→0

δ0 = − tan−1(kas). (2.2)

Here k corresponds to the incident momentum magnitude. We see that at low energies the s-

wave scattering length to a good approximation characterises the vacuum two-body scattering

problem. The low energy condition here is effectively a confinement of our consideration to

low temperatures relative to the “centrifugal” potential barrier at finite angular momentum

l [9].

We now apply this knowledge of the vacuum scattering problem in a many body context. In

the next section we shall describe a connection between as and the strength of an interactive

potential (often described as a “contact” potential using a Dirac delta function four-body term

in the Hamiltonian with coupling constant g). In ultracold fermionic vapours this connection

is exploited to induce a variation in the strength of the fermionic interaction simply by tuning

the scattering length in a process known as a Feshbach resonance [6]. In the applications we

consider this tuning is achieved by adjusting the strength of an applied magnetic field (our

experimental ‘knob’).

In the case of low energy, s-wave (isotropic) scattering the Paul exclusion principle precludes

the scattering of identical species of fermions [9], for the above process to work we must

therefore consider a system comprising two populations of two distinct fermion species. These

populations are for the most part assumed to be equal in size. The introduction of two species

is effective in that it also addresses another concern: the insufficient thermalisation offered

by p-wave elastic scattering collisions at low temperatures. By contrast to the single species

case, introducing multiple species allows the low temperature regime to be accessed by normal

evaporative cooling methods through thermalisation using s-wave scattering. The species

considered may be different hyperfine states of the same atom, or two different elements

altogether. For simplicity we consider the former case where these species have equal mass,

however, the qualitative behaviour of the crossover should be similar in the event of small

mass imbalances [10]. For simplicity we describe the hyperfine states here as “spin up” |↑〉
and “spin down” |↓〉.
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2.2 Two-Channel Feshbach Resonance

In what follows the terms “open” and “closed” channels refer to two distinct states of the

particles involved, which in this case of 6Li correspond to different spin states. Our two

particles enter in what is known as the open channel. In 6Li (a system commonly used for

experimental realisation of the crossover [17]) the electron spin is aligned in the same direction

for each of the lowest hyperfine states, so that our particles necessarily enter in a spin triplet

configuration. The closed channel contains a molecular bound state for two fermions arranged

in the singlet configuration. This closed channel may couple to the states in the open channel

by hyperfine interactions between electron and nuclear spin. A Feshbach resonance occurs

when a quasibound molecular state in the closed channel couples resonantly with the open

channel continuum of energy states. The two fermions are then temporarily trapped in this

quasibound state for a lifetime which increases as the resonance is approached. One result of

this resonance is an anomalously large scattering cross section σtot, given in the low energy

approximation by

σtot = 4πa2
s. (2.3)

A divergence in scattering cross section is therefore associated with a divergence in s-wave

scattering length. The difference in magnetic moment between the bound molecular state and

the open channel states allows us to tune across this resonance experimentally through the

application of a magnetic field to adjust the energy difference between the different channel

states. The open channel then has a scattering length which on a phenomenological level

varies with B as

a(B) = abg

(
1− ∆B

B −B0

)
. (2.4)

Here abg is the background scattering length in the absence of coupling to the bound state.

Since in most experimental applications ∆Babg > 0 [11] this generally implies that with

increasing field strength the scattering length should vary from positive to negative. Thus in

order to transition from the BEC state (positive scattering length) to the BCS state (negative

scattering length) one should drive from low magnetic fields to high. In experimental setups

this is generally the easiest method of approach as it avoids additional condensate loss from 3

body collisions associated with ramping the field up to above the resonance before gradually
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winding it down [6].

Figure 2.1: Plot of s-wave scattering length as versus normalised magnetic field (B−B0)/∆B

across a Feshbach Resonance (described mathematically by eq. 2.4). Figure taken from

Ferlaino [16].

2.3 Single Channel Feshbach Resonance

It is often sufficient to describe the system using only a pseudopotential interaction between

two single particle states of the form below, with scattering length given by eq. 2.5 [9].

V (r)(...) =
4π~2as

2Mr
δ(r)

∂

∂r
(r ...) (2.5)

Here Mr is the reduced mass of the pair. This form is of particular interest, sincethis pseu-

dopotential also gives the form of scattering amplitude from equations 2.1 and 2.2, true below

for arbitrary k. This result was noted initially by Fermi with slow neutrons, and Lee, Huang

and Yang with weakly interacting quantum gases [9].

f(k) = − 1

1/as + ik
(2.6)

We now use this result to provide another perspective on the formation of a bound state

when viewed alongside the two-channel model described above.
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The scattering amplitude in eq. 2.6 has a simple pole at k = iK where K = 1/as. This

pole lies in the upper half complex plane for a > 0. It is a general theorem [18] that poles of

the scattering amplitude in the upper complex k plane are connected with bound states of

binding energy Eb = ~2/(2Mra
2
s).

As stated previously, by using the magnetic moment difference between this bound state

and the single channel state we are able to tune the energy of this molecular state up to

the zero energy continuum threshold. This corresponds to increasing the scattering length

from a small positive value to a divergence to ∞ at resonance. We see from figure 2.1 and

experimental findings [6] that as the energy of the molecular state is tuned above that of the

incoming state the sign of 1/as changes, moving the pole in eq 2.6 to lie in the lower half

k-plane, consistent with the fact that the molecular state is no longer truly bound. A full

analysis of the direct effect on the scattering length of adjusting the detuning of the bound

state from resonance in this manner is beyond the scope of this text, but produces a variation

matching the phenomenological form in eq. 2.4 [9].

Another perspective using on the above is shown in the example of scattering from a square

well attractive potential.

In the low energy scattering approximation the wavelengths of consideration are presumed

to be far larger than the range of our interaction ro. This simplification therefore still allows

us to obtain insight as we expect results to be insensitive to the detailed potential structure.

Solving the scattering problem for a free particle wavefunction incident on this square well

potential one can see that with increasing potential well depth Vo the scattering length

diverges to −∞ at the formation of a two body bound state of energy E = 1/ma2
s at the

critical depth V ′o (shown in fig. 2.2). Above this threshold the scattering length becomes

positive, and may be interpreted as the size of the two-body bound state.
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Figure 2: Left panel: Feshbach resonance. Right panel: Scattering length for a square
well potential and the appearance of a bound state of energy Eb past a critical well depth,
signifying |a| = 1.

Here aBG is the background value in the absence of the coupling to the closed channel, while
B0 and |�B| are the location and width of the resonance. For most resonances of interest
to experimentalists, aBG�B > 0, with the result that for increasing B the inverse scattering
length goes from positive to negative. Thus experimental results are often plotted as a
function of �1/kF a (increasing B) rather than 1/kF a.

To get an intuitive feel for the scattering length, we do not need to understand the
intricacies of the two-channel model of a Feshbach resonance. Instead, we can look at the
much simpler single-channel problem of two particles with a short-range interaction. This
simplified discussion is quite su�cient to understand much of the current experimental and
theoretical literature on cold Fermi gases. The technical reason for the validity of this single-
channel model is that most of the experiments are in the so-called “broad” resonance limit
where the e↵ective range (which we do not discuss here) of the Feshbach resonance is much
smaller than k�1

F [23, 24, 25]. This ensures that the fraction of closed-channel molecules is
extremely small, a feature directly confirmed in experiments [6].

Consider then the problem of two fermions with “spin” |"i and |#i interacting with a
two-body potential with range r0. The low energy properties at momentum k, such that
kr0 ⌧ 1, are described by the s-wave scattering amplitude

f(k) =
1

k cot �0(k) � ik
⇡ �1

1/a + ik
. (3)

Here �0(k ! 0) = � tan�1(ka) is the s-wave scattering phase shift whose low-energy behavior
is completely determined by the scattering length a.

Since this e↵ective interaction is independent of the detailed shape of the potential, we
can examine it for the simplest model potential – a square well of depth V0 and range r0 – to
get a better feel for the scattering length a as a function of V0. As shown in the right-panel
of Fig. 2, a < 0 for weak attraction, grows in magnitude with increasing V0, and diverges to

6

Figure 2.2: Plot of s-wave scattering length as versus potential well depth V0 for a finite

square well potential. Insets show the formation of a two body bound state above the critical

well depth. Figure taken from Randeria and Taylor [11]

2.4 Formalism

With an interaction strength g this system may described by the following single-channel

contact potential Hamiltonian [10]:

Ĥ− µN̂ =
∑

k σ

(εk − µ) ĉ†kσ ĉkσ −
g

Ld

∑

k k′ q

ĉ†k↑ĉ
†
k′↓ĉk′+q↓ĉk−q↑. (2.7)

Here g > 0 represents the strength of an attractive contact interaction, Ld the volume of the

system (dimension d), and we assume a parabolic dispersion relation of form ~2k2/2m (note,

however, that for the coming sections we will set Planck’s constant equal to 1).

It is interesting to note that in a renormalization group framework the coupling constant

g determining the strength of the interaction term in this Hamiltonian satisfies the RG

equation [19]
dg

dl
= (2− d)g − g2

2
. (2.8)

We see that for d > 2 there is a repulsive fixed point at 2(2− d) < 0, with weaker attractive
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couplings flowing to zero (no bound state) and stronger attractive couplings flowing to −∞
(bound state) [19]. We note also that at d = 2 this fixed point meets the trivial fixed point

at g = 0, however, despite this and other interesting behaviours the specialised situation of

d = 2 will not see further mention here.

To circumvent later pathologies arising from this contact interaction of eq. 2.7 the “bare”

interaction strength g is chosen such that it satisfies the following regularization condition:

m

4πas
= −1

g
+
∑

k

1

2εk
. (2.9)

This relation may be derived by considering the Lippman-Schwinger equation applied to

the above contact potential, as discussed by Randeria in the book by Griffin, Snoke and

Stringari [20], and within [14]. We draw the reader’s attention to the ultraviolet divergence

in the energy summation - this is a false artefact of the contact potential. If the potential in

2.7 had a spatial extent characterised by r0 then the summation would contain a cut-off at

Λ ≈ 1/r0. The application of this Hamiltonian will be expanded upon further in chapter 3.

To close this section we briefly discuss the importance of length scales and their relation

to the unitarity regime. In the absence of interactions the only length scale in the problem

should be in the Fermi wavevector modulus kf . However, we have seen that in the low energy

limit all scattering properties may be expressed by means of the s-wave scattering length as.

We therefore expect that in the low energy limit the dimensionless variable 1/kfas should

be sufficient to characterise the crossover dependencies of all physical observables associated

with the system [5]. In this case the BEC and BCS regimes correspond to 1/kfas → ±∞
respectively. We note that although the scattering length is seen to diverge in the unitarity

limit, this does not lead to discontinuities in observable characteristics of the system as

for a dilute gas the scattering length only appears in the form 1/kfas which is continuous

throughout. The threshold of bound state formation is known as the unitarity regime, and

is the most strongly interacting regime in the entire crossover; in the 1/as → 0 limit the

scattering amplitude has no length scale throughout.
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In this section we explore multiple mean field theory (MFT) approaches to the BCS to BEC

crossover. First we shall obtain a physically clear picture for our description of the BEC-BCS

crossover as a crossover rather than a phase transition, through the two limits being described

by the same form of MFT ground state wavefunction. After this we shall dive into analysing

the BCS algebra in the BEC limit of strong interactions, and find that the gap equation effec-

tively simplifies the two-body bound state Schrödinger equation. This method will produce

physically intuitive results for the chemical potential µ and superconducting gap function ∆

(otherwise known as the condensate order parameter) in this limit. The works references

have used methods based on that developed by Leggett for zero temperature [Leggett]. We

shall then see a more general derivation of similar results at finite temperature by employing

the path integral formulation in the footsteps of Sa de Melo et al. [21]. These comparatively

simple methods allow us to extract physically meaningful results for the chemical potential,

condensate order parameter and critical temperature in the two limiting cases, but ultimately

both fail in the intermediate regime (particularly in the region of unitarity at 1/kfas = 0).

Finally we shall introduce the zero temperature phase diagram as discussed by Parish et

al [22].

3.1 BCS Algebra

We begin loosely following the work of Nozières and Schmitt-Rink [23], along with that of

Parish [10] to illustrate the identical mean field ground state wavefunctions of the two states

of matter. This work was assisted by Henly’s notes on many body physics [24].

XIII
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An approximate Hamiltonian for the two-component Fermi gas system was given in eq. 2.7.

For sufficiently large g two fermions form a bound pair in a spin singlet formation [23], with

creation operator given by

b̂†q =
∑

k

φkĉ
†
k↑ĉ
†
q−k↓. (3.1)

The energy of this bound state is −εo + q2/2M where M = 2m is the total mass. Here φk

is the internal wave function, with characteristic spatial extent equal to ε
− 1

2
o . Recalling the

form of the pairing energy for a bound state in a square well potential this illuminates our

statement earlier that in the BEC limit of molecular pair formation the positive scattering

length as is roughly the size of the bound state. In the BEC limit (low densities, 1/kfas � 1)

the ground state of this system of molecular pairs is then expected to be of the following

form:

|ψ〉 = N exp

[
λ
∑

k

φkĉ
†
k↑ĉ
†
q−k↓

]
. (3.2)

Where λ = 〈b0〉 is the condensate order parameter (recall that we are in the BEC regime

with all fermions contained in molecular pairs), and N is a normalization constant. Note

that this bound state has the form of a coherent state for k-space pairs. Recall that in the

non-particle conserving case the mean field BCS ground state has the form

|ψ〉 =
∏

k

(
uk + vkĉ

†
k↑ĉ
†
−k↓

)
|0〉 . (3.3)

Here uk and vk are parameters which may be introduced through performing a standard

Bogoliubov transformation on the Hamiltonian of eq. 2.7, where their values are fixed by

requiring that the resultant Hamiltonian be diagonalised. Equivalently values of these pa-

rameters may be found by a variational method which assumes the form of the ground state

in eq. 3.3, and then minimises the zero temperature expectation value for the free energy

with respect to vk. We note that the parameters satisfy the normalization condition

|uk|2 + |vk|2 = 1, (3.4)

while vk has particular significance as the occupancy of the kth fermion state:

nk =
∑

σ

〈ψ| ĉ†kσ ĉkσ |ψ〉 = 2|vk|2. (3.5)
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Note that in the case of s-wave pairing these parameters uk and vk can (and later will) be

taken to be both real and functions only of the magnitude k [10]. In fact, provided we assume

uk to be real, it is a simple task to prove that both vk and ∆ are real. We see that if we

expand eq. 3.2 we reproduce the mean field theory BCS ground state of eq. 3.3 subject to

vk
uk

= λφk, (3.6a)

N =
∏

k

uk. (3.6b)

One may see this by observing that in a power series expansion of eq. 3.2 the product of

any two fermionic creation operators for the same quantum state will yield zero. This leads

to the annihilation of terms within the expansion as we move to higher order powers of the

exponent. The fact that these two states of matter may be described by the same form of

ground state can be used to provide a heuristic argument that they are indeed connected by a

smooth crossover rather than a phase transition [23]. One intuitively imagines the parameters

uk and vk varying continuously as the particle density or interactions are tuned between the

two extremes. In a p-wave system (not discussed here) this is not the case, and there is indeed

a phase transition between the BCS and BEC regimes [10].

In the limit 1/kfas → −∞ of the BCS regime the system represents an ideal non-interacting

Fermi gas, resulting in vk = Θ(εk − µ) and a filled Fermi sea. In a numerical evaluation at

large but finite 1/kfas this step function is smoothed out slightly by the pairing instability,

though in this regime only a small minority of fermions within a limited range of the Fermi

surface are unstable with respect to this pairing. In the limit of large 1/kfas we see that the

Fermi surface has been entirely lost.

Having shown that the ground states share a similar form, we now move on to a minimisation

of free energy approach to the crossover, following closely the method taken by Parish [Parish].

Taking the zero temperature free energy operator Ĥ −µN̂ with contact interactive potential

as given by eq. 2.7 we obtain two terms for the zero temperature expectation value F =

E0 + Epair:

E0 = 2
∑

k

(εk − µ)|vk|2, (3.7a)

Epair = − g

Ld

∑

k k′

v∗kukvk′uk′ − g

Ld

∑

k k′

|vk|2|vk′ |2. (3.7b)
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function16 which describes weakly bound pairs in the limit 1/kF aS � �1.

Thus, we see that the same type of wave function describes both the BCS

and BEC limits. Indeed, we also recover the wave function for the non-

interacting Fermi gas in the limit 1/kF aS ! �1 by taking:

vk =

(
1, |k| < kF

0, |k| > kF

(1.4)

In the presence of a Fermi sea, arbitrarily weak attractive interactions will

generate pairing, in contrast to the two-body problem in a vacuum, which

requires aS > 0, i.e., a su�ciently strong attraction, for a bound pair to

exist in 3D. At zero temperature, this leads to a condensate of strongly

overlapping pairs, otherwise known as Cooper pairs, in the BCS regime.

Here, the sharpness of the Fermi surface is smeared out by the pairing

between fermions, but the majority of the fermions deep within the Fermi

sea remain una↵ected, so that the momentum distribution h | ĉ†
k"ĉk" | i =

|vk|2 still closely resembles a step function (see Fig. 1.2). Thus, the e↵ect

of exclusion is such that the pairing correlations for Cooper pairs can be

regarded as occurring in momentum space rather than real space.

0 0.5 1 1.5 2 2.50
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0.6
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k/kF

|v
k|2

 

 

 1/kFaS = −2

 1/kFaS = 0

 1/kFaS = 0.55

 1/kFaS = 1.5

Fig. 1.2. Evolution of the momentum distribution v2
k with interaction 1/kF aS across

the BCS–BEC crossover.

To determine the ground state properties throughout the crossover, we

consider the free energy ⌦ = h | Ĥ � µN̂ | i, which corresponds to the

Figure 3.1: Plot of variation of the momentum distribution |vk|2 versus k for various values

of 1/kfas. Figure taken from Parish [10].

We can see this result through insertion of the BCS ground state, and as such will only provide

a brief justification here. The term in eq. 3.7a simply arises from the single particle energy

component of eq. 2.7, since we have already noted (without derivation, though the proof is

trivial) that the expectation value 〈nkσ〉 = |vk|2, while the 2 originates from summation over

spin.

In general the only way non-zero terms may be produced is if the creation/annihilation

operators in eq. 3.8 below are paired with the annihilation/creation operator for the same

state. The expectation of the pairing interaction of eq. 2.7 (re-written explicitly in eq. 3.8)

therefore gives rise to non-zero terms in two separate instances, the results of which are shown

above in eq. 3.7b.

Epair = − g

Ld

∑

k k′ q

〈0|
∏

l′

(
ul′ + v∗l′ ĉ−l′↓ĉl′↑

)
ĉ†k↑ĉ

†
k′↓ĉk′+q↓ĉk−q↑

∏

l

(
ul + vlĉ

†
l↑ĉ
†
−l↓

)
|0〉 (3.8)

The first term of eq. 3.7b comes from the q = 0 terms within this expectation value.

Considering q = 0 eq. 3.8 reduces to

− g

Ld

∑

k k′

〈0| (v∗kĉ−k↓)
(
−v−k′ ĉ−k′↑

) (
−v−k′ ĉ†−k′↑

)(
vkĉ
†
−k↓

)
|0〉 (3.9)
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where all other terms have vanished due to the normalisation condition eq. 3.4. Physically

this simply corresponds to the particles scattering back into their initial states.

The second term of eq. 3.7b comes from taking k = −k′ in eq. 3.8. Relabelling and brief

algebra yields

− g

Ld

∑

k k′

〈0|
(
u∗k′ + v∗k′ ĉ−k′↓ĉk′↑

)
v∗k
(
uk + vkĉ

†
k↑ĉ
†
−k↓

)
vk′ |0〉 (3.10)

In making the final step from eq. 3.10 to eq. 3.7b we make the assumption that (in the new

labelling system) k′ 6= k. In the original system this corresponds to q 6= 0, which has already

been accounted for in the first term of eq. 3.7b.

Having justified the form of the two non-zero free energy terms given in eqs. 3.7a and 3.7b

we follow Parish in minimising with respect to vk at constant chemical potential, producing

equation 3.11.

2 (εk − µ)ukvk −
(
u2
k − v2

k

) g

Ld

∑

k′

uk′vk′ = 0 (3.11)

Similar to Nozières and Schmitt-Rink, Parish notes that in the BEC limit vk � 1, leading to

(in first order) the approximate form

2 (εk − µ) vk −
g

Ld

∑

k′

vk′ = 0 (3.12)

Recalling εk = k2/2m and taking M = m/2 to be the reduced mass this equation is nothing

more than the Fourier transform of the two-body Schrödinger equation, with wavefunction

given to first order by vk = λφk and where the chemical potential is filling the energy

eigenvalue role. We see that in the BEC limit we recover the formation of bound pairs with

wavefunction φk and chemical potential µ = −Eb/2 (the factor of a half here corresponds to

the fact that two particles combine to form the molecular bound state).

In the general case of a k-dependent potential Vk k′ we obtain the BCS algebra (gap equation

and density equation) given below in equations 3.13 and 3.14). The BCS algebra holds at

any interaction strength, however, the interpretation and values of the order parameter delta

may be seen to vary significantly as we move across the crossover.

∆k =
1

Ld

∑

k′

Vk k′
∆k′

2Ek′
(3.13)
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nk =
1

2

[
1− εk − µ

Ek

]
(3.14)

Here Ek is given in eq. 3.15 and ξk = εk−µ. In the low energy limit the k-dependence of the

SC gap may be neglected, simplifying eq. 3.13 to an equation in only one variable. Noting that

in the BEC limit vk ≈ ∆/(2Ek+Eb), Parish observes that the density equation n =
∑

k v
2
k/L

d

may be used to fix ∆, with the finding that in this limit ∆ = EF /
√
kfas =

√
2EfEb. In

this limit we no longer interpret ∆ as the quasiparticle spectral gap from conventional BCS

theory, but rather as a normalisation constant for the two-body wavefunction. One reason

for this shift is that for a negative chemical potential the minimum quasiparticle energy is

no longer delta, but instead becomes
√
µ2 + ∆2. This may be readily seen from the form of

the quasiparticle dispersion relation in eq. 3.15.

Ek =

√
(εk − µ)2 + ∆2

k =
√
ξ2
k + ∆2

k (3.15)

The result referred to here by Parish was observed by Randeria et al. [25]. The authors’

method involved taking the low energy limit of the scattering T̂ matrix from the Born series,

obtaining in the low density limit simultaneous equations in ∆ and µ.

At this point we have shown that in the BEC limit both the chemical potential and supercon-

ducting gap yield physically insightful results. In the BCS regime the algebra above yields

the standard BCS results for chemical potential µ = Ef and exponentially decaying super-

conducting gap ∆ ∝ exp [−π/2kf |a|], with a cooper pairing instability present at arbitrarily

small strengths of attraction.

3.2 Field Theoretic Approach

Having introduced the physically intuitive work above in the T = 0 case, we now proceed to

discuss a field theoretic MFT approach to obtaining similar results in the finite temperature

case. We follow from Sa de Melo et al. [21], drawing on help from texts on the subject [14,20].

Our first goal is to obtain the saddle point approximation condition for the quantum parti-

tion function, shown in eq. 3.16 for the specific Hamiltonian of eq. 2.7 (recast here using
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anticommuting Grassmann fields). We are considering the system at temperature β = 1/T .

Z =

∫

ψ(β)=ξψ(0)
ψ(β)=ξψ(0)

D
[
ψ,ψ

]
e−S[ψ,ψ] (3.16a)

S
[
ψ,ψ

]
=

β∫

0

dτ


∑

k σ

ψkσ (∂τ + ξk)ψkσ − gL3

∫
d3rψ↑ (r)ψ↓ (r)ψ↓ (r)ψ↑ (r)


 (3.16b)

We introduce the Hubbard-Stratonovich decoupling using the complex commuting field ∆ to

obtain the following (here we introduce the notation
∫

dx =
∫ β

0 dτ
∫

d3r):

Z =

∫
D
[
∆,∆

]
D
[
ψ,ψ

]

× exp


−

∫
dx

( |∆(r, τ)|2
gL3

+ ∆ψ↓ψ↑ + ∆ψ↑ψ↓

)
−
∫

dτ
∑

k σ

ψkσ (∂τ + ξk)ψkσ


 .

(3.17)

Eliminating the Grassmann fields ψ by use of Gaussian integration we reach the form

Z
∫
D
[
∆,∆

]
exp

[
−
∫

dx
|∆|2
gL3

+ Tr ln Ĝ−1

]
. (3.18)

where we have introduced the so-called Gorkov Hamiltonian Ĝ−1 as

Ĝ−1 =


∂τ −

∂2

2m − µ ∆

∆ ∂τ + ∂2

2m + µ


 . (3.19)

We introduce Matsubara frequencies ωn, and vary the action with respect to ∆. At this stage

we also make the simplifying assumption that that the order parameter ext remising the action

be constant in both space and time. Finally we obtain the stationary point condition for the

action as
∆

g
=

1

βLd

∑

k ω)n

∆

ω2
n + ξ2

k + |∆|2 (3.20)

This equation is essentially a reproduction of the BCS gap eq. 3.13. We now use the

Matsubara frequency summation method described in the book by Altland and Simons [14]

to obtain the following equation for critical temperature (noting that at Tc we have ∆ = 0).

1

g
=
∑

k

tanh (ξk/2Tc)

2ξk
(3.21)

The apparent ultraviolet divergence in the summation above is a pathology of the contact

potential used in eq. 2.7, and (as mentioned in chapter 2) is regularised by enforcing eq. 2.9
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on the bare interaction g. As noted earlier, in the event that the potential used decayed on

a length scale r0 the summations in both eqs. 2.7 and 2.9 would have a (rough) cutoff at

wavevector Λ = 1/r0. Using this regularization condition we obtain

− m

4πas
=
∑

k

[
tanh (ξk/2Tc)

2ξk
− 1

2εk

]
. (3.22)

At this point one must use similar methods to obtain the number equation from the saddle

point approximation to the Free energy:

Ω0 = Seff [∆ = 0] /β. (3.23)

Evaluating the number density by varying with respect to mu and applying an analogous

procedure to that shown above we obtain

n = n0(µ, T ) =
∑

k

(
1− tanh

(
ξk
2T

))
. (3.24)

In the BEC and BCS extremes equations 3.22 and 3.24 may be solved to determine the

chemical potential and critical temperature values within these limits. In the weak coupling

BCS limit Sa de Melo et al. note that µ � Tc [21], leading to the result that µ ≈ Ef . This

may then be inserted into eq. 3.22, where use of the identity

∫ ∞

0
dzz1/2

[
tanh ((z − 1)/2t)

2(z − 1)
− 1

2z

]
= ln

(
8γ

πe2t

)
(3.25)

immediately yields (with γ = ec, c = Euler’s constant)

Tc =
8γ

πe2
εF exp

[
− π

2kF |as|

]
. (3.26)

We now treat the BEC regime of equations 3.22 and 3.24. In chapter 2 we discussed the

formation of a two-body bound state. This bound state can be associated with the loss of

a Fermi surface as the chemical potential changes sign from positive to negative. Making

the assumption that Tc � |µ| (validated as we shall see in the final result) we see that the

hyperbolic tangent function in eq. 3.22 tends towards 1 as its argument becomes very large.

In this approximation we may use the following identity to that in the BEC limit the chemical

potential tends towards half the bound state energy −Eb/2.

∫ ∞

0
dzz1/2

[
1

2(z + 1)
− 1

2z

]
(3.27)
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Inserting this form into equation 2.26 and recalling the density of states expression for the

number density

n =

∫ εF

0
ν(ε)d (3.28)

we obtain the result

Tc ≈
EB

2 ln
(
EB
EF

) 3
2

. (3.29)

Note that in the limit 1/kfas →∞ the numerator in this equation can be seen to diverge as

(1/kfas)
2 while the denominator can be seen to diverge only logarithmically. We thus expect

that Tc here should diverge in the BEC limit. This forces us to reconsider our physical

interpretation of Tc, and is representative of a failure in the MFT analysis in this limit. In

brief the reason for this is that MFT limits ∆ = 0 to a description of purely non-interacting

fermions. However, a Ginzburg-Landau expansion of the action in ∆ demonstrates that in

the strong coupling limit the system is effectively described by a weakly interacting Bose

gas. This incorporation of fluctuations in ∆ about zero is equivalent to the diagrammatic

approach undertaken by Nozières and Schmitt–Rink [23], who instead used a diagrammatic

approach to address the variation of Tc in the strong coupling regime.

This has profound physical implications on two levels: firstly it implies that the temperature

Tc calculated above should be taken not as the transition temperature at which the system

establishes coherence, but instead as the temperature corresponding to pair breaking Tdiss.

In the BCS limit these temperatures are the same and destruction of the condensate and pair

breaking occur at the same scale, so the distinction is unnecessary. In the BEC limit this is

not the case, and condensation occurs at a temperature Tc significantly lower in scale than

that of pair breaking Tdiss.

Secondly we see that in the BEC regime at temperatures significantly lower than that of pair

dissociation the system above may be adequately described using the well understood theory

of the weakly interacting Bose gas.

We conclude by remarking that the results obtained by Sa de Melo et al. [21] can clearly be

seen to match those predicted in section 3.1 using conventional BCS theory, while extending

their validity to the finite temperature regime. We should, however, note that although these

results are physically interesting they do leave unanswered the question of how the system
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properties vary in the intermediate regime kfas ≥ 1. This is considered further in the next

chapter.



Chapter 4

Population Imbalance

In this section we briefly address the zero temperature and finite temperature phase diagrams,

derived in the case of a population imbalance by Parish et al [22]

The population imbalance case is addressed in their method by adjusting the single channel

Hamiltonian of eq. 2.7 to include different chemical potentials for the separate hyperfine

states within a single atomic species as shown:

Ĥ − µ↑n̂↑ − µ↓n̂↓ (4.1)

This population imbalance can be imposed (for example) through the application of a Zeeman

splitting magnetic field, leading to

µ↑ = µ+ h µ↓ = µ− h (4.2)

Using the MFT saddle point approximation for the free energy of eq. 3.23 Parish et al. obtain

the following form for the mean-field free energy density:

Ω0 = −∆2

g
+

1

Ld

∑

k

(ξk + Ek)− 1

βLd

∑

k

(
ln
(

1 + e−β(Ek−h)
)

+ ln
(

1 + e−β(Ek+h)
))

(4.3)

Minimising this energy density with respect to the order parameter ∆ and analysing the

form of solutions is employed as a means to infer phase boundaries between different states.

Determining the phase diagram through this mean field analysis is valid in the T = 0 regime,

XXIII
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and was employed successfully to demonstrate the existence of a quantum critical point when

the transition from the superfluid state to the normal state changes from first to second

order [22]. However, at finite temperature the MFT approximation to the free energy is

insufficient as it fails to incorporate the contribution of non-condensed pairs to the density

and magnetisation. As Parish et al. comment, in the region ∆ = 0 (this condition holds along

the boundary of a second order phase transition) this contribution is effectively corrected for

using the Nozières-Schmitt-Rink (NSR) term [23]:

Ω1|∆=0 =
1

βLd

∑

q iω

ln Γ−1(q, iω) (4.4)

where

Γ−1(q, iω) = −1

g
− 1

2Ld

∑

p

tanh
[
β
2 (ξp + h)

]
+ tanh

[
β
2 (ξp+q − h)

]

iω + ξp + ξp+q
(4.5)

Using the above correction Parish et al. obtain results for the phase diagram of the population

imbalanced system as a function of temperature and of spin imbalance (measured through

the Zeeman field h). The authors note the presence of a line of quantum tricritical points

with increasing interaction strength connecting the first and second order phase boundaries.

This line may be seen to terminate on the BEC side of resonance at zero temperature.

The work of Parish et al. is interesting as it demonstrates not only the added accuracy of

the NSR correction to the free energy, but also the limitations of the single-channel model

described in chapter 2. As noted by the authors, in the unitarity regime the magnetisation

displays non-monotonic behaviour with h. This result is unphysical, indicating a breakdown

of the correction term’s validity in this regime. The resolution of this breakdown is to limit

the application of the Nozières-Schmit-Rink correction to Feshbach resonances with a finite

width, an example of which is provided in the two-channel model described in chapter 2.

By incorporating a correction based on this two-channel model in the unitarity regime the

authors are able to obtain the phase diagram for this system at 1/kfas = 0.



Chapter 5

Experimental Realisation

In the last two decades there have been significant experimental advances, giving rise to

renewed interest in this problem. In this section we introduce some of these experimental

realisations to illustrate some of the fascinating topological and dynamical constructions

which have been observed.

The formation of BECs in ultracold atomic gases was first demonstrated in 1995 by Anderson

et al. [26] in Rubidium 87 atoms, by Davis et al. [27] with sodium atoms, and by Bradley et

al. [28] in Lithium. These observations were critical in facilitating much further work on such

systems. In 1998 the first realisation of the Feshbach resonance was observed in an optically

confined gas of sodium atoms. Moving across a resonance one sees a condensate loss due

to enhanced inelastic collisions in the unitarity regime. The resonance was located in this

work through performing magnetic field ramps of increasing size, then using time-of-flight

imaging [6] to determine the size of the condensate following said ramp.

In the years following these works the Bose Einstein Condensation of ultracold gases has

become commonplace, while the experimental tool provided in the Feshbach resonance has

seen interesting application in the production of topological excitations within BECs. Recent

work has resulted in the observation of solitons and solitonic vortices in fermionic superfluids

of 6Li near a Feshbach resonance [29,30]. A perfectly stationary soliton corresponds to a zero

in the condensate wavefunction as it changes sign from positive to negative. By contrast non-

stationary solitons have a phase angle variation of pi-epsilon. Recalling the form of superfluid

XXV
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velocity as the gradient of the phase angle we see that this corresponds to a non-zero flow

profile localised near the soliton.

j(r, τ) ≈ ρ0
m
∂φ(r, τ) (5.1)

The resultant condensate flow across the soliton is seen as an effective movement of the soliton

in the opposite direction. In BECs the majority of bosons reside within the condensate,

meaning that a stationary soliton corresponds to zero particle density. In the BCS case

only a small fraction of the population are involved with pairing, so that the wavefunction

reduction near a soliton only reduces a small fraction of the overall particle density in that

localised region.

In an experimental context soliton phase imprinting is produced through application of a laser

to the sample, introducing an additional optical potential U which advances the wavefunction

phase over time as ∆φ = 2Ut/~. An optical mask then defines the boundary of this potential,

and hence the point at which a phase difference (our soliton) forms.

Although the focus of this essay has been on cold atomic gas systems, it is at this point

appropriate to briefly note an application of the theory discussed in this essay to condensed

matter systems. For a general review we direct the reader towards Griffin et al. [20]. The

concept of exciton condensation was initially considered by Keldysh and Kozlov [31], who

showed that a low-density system of excitons may behave like a weakly interacting Bose gas

and hence undergo condensation. Since in these systems the interactive strength may not

be readily tuned, one resorts instead to varying the particle density. At high densities, the

excitons dissociate into a two-component plasma. However, in this regime the attractive

Coulomb interaction between electrons and holes can cause a instability with respect to a

phase similar to that of BCS, an exciton insulator with a nonzero quasiparticle excitation

gap present at the Fermi surface [14]. Polaritons are quasiparticle excitations produced by

the coupling of a degenerate bosonic system to an external photon mode. The Bose Einstein

condensation of exciton polaritons has been experimentally observed [8], with the bosonic

system in question being one of quantum well excitons coupling to optical microcavities.

Exciton plaritons have an extremely low mass in comparison to the atomic molecules discussed

within this essay, and as such have the capacity to form undergo Bose Einstein condensation

at large temperatures relative to the microKelvin regime of ultracold atomic gases. In this
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study the polariton condensation was measured through characteristics such as coherence

and population distribution, probed by analysis of their emission spectrum in the far field.



Chapter 6

Conclusion

We have presented the BCS to BEC crossover from multiple mean field theory standpoints.

Factors which have been neglected include the bosonic gapless excitations within such systems

- these may be modelled using fluctuations around the mean-field order parameter ∆ [11].

We have also not presented any discussion of Quantum Monte-Carlo simulation, a numerical

technique which has seen extensive application in the unitarity regime. Finally, no discussion

has been posed towards the dynamical case of non-equilibrium driving across the Feshbach

resonance, as studied by Barankov, Levitov and Spivak [32].
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